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#### Abstract

In this paper, we present a polar coding scheme for the multiple description coding problem. The proposed scheme improves upon the existing joint polarization based scheme by Shi, Song, Tian, Chen, and Dumitrescu and achieves the entire El Gamal-Cover inner bound for this problem.
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## I. Introduction

We consider the multiple description coding (MDC) problem, which was formulated by A. Gersho and H. S. Witsenhausen and initally studied by [1]-[3]; see also [4, Chapter 13]. Given a discrete memoryless source, we wish to generate two descriptions such that each description by itself can be used to reconstruct the source with some desired distortion and the two descriptions together can be used to reconstruct the source with a lower distortion. This is motivated by applications such as multimedia communication over networks, where the network suffers from data loss. By compressing the multimedia, such as movies, with multiple descriptions, users receiving any one description of the movie wish to reconstruct it to some acceptable quality and users receiving both descriptions can reconstruct it to a higher quality. More formally, consider a discrete memoryless source $X^{N} \sim \prod_{i=1}^{N} p_{X}\left(x_{i}\right)$ with three distortion measures $d_{j}: \mathcal{X} \times \hat{\mathcal{X}}_{j} \rightarrow[0, \infty), j=0,1,2$, as depicted in Fig. 1. Each encoder generates a description of the source sequence so that decoder 1 (and resp. 2) that only receives one description can reconstruct the source with distortion $D_{1}$ (and resp. $D_{2}$ ) and decoder 0 that receives both descriptions can recover the source with distortion $D_{0}$. We wish to find the optimal tradeoff between the description rate pair $\left(R_{1}, R_{2}\right)$ and the distortion triple $\left(D_{0}, D_{1}, D_{2}\right)$.

A $\left(2^{N R_{1}}, 2^{N R_{2}}, N\right)$ multiple description code consists of

- two encoders, where encoder 1 assigns an index $y\left(x^{N}\right) \in\left\{1,2, \ldots, 2^{\left\lfloor N R_{1}\right\rfloor}\right\}:=\left[2^{N R_{1}}\right]$ and encoder 2 assigns an index $z\left(x^{N}\right) \in\left[2^{N R_{2}}\right]$ to each sequence $x^{N} \in \mathcal{X}^{N}$, and
- three decoders, where decoder 1 assigns an estimate $\hat{x}_{1}^{N}$ to each index $y$, decoder 2 assigns an estimate $\hat{x}_{2}^{N}$ to each index $z$, and decoder 0 assigns an estimate $\hat{x}_{0}^{N}$ to each index pair $(y, z)$.


Fig. 1: The Multiple Description Coding problem

A rate-distortion quintuple $\left(R_{1}, R_{2}, D_{0}, D_{1}, D_{2}\right)$ is said to be achievable if there exists a sequence of $\left(2^{N R_{1}}, 2^{N R_{2}}, N\right)$ codes that satisfy

$$
\limsup _{N \rightarrow \infty} \mathbb{E}\left[d_{j}\left(X^{N}, \hat{X}_{j}^{N}\right)\right] \leq D_{j}, \quad j=0,1,2
$$

where $d_{j}: X \times \hat{X}_{j} \rightarrow\left[0, d_{\max }\right], j=0,1,2$, are bounded distortion measures. The optimal rate-distortion region $\mathcal{R}\left(D_{0}, D_{1}, D_{2}\right)$ is defined as the closure of the set of rate pairs $\left(R_{1}, R_{2}\right)$ such that $\left(R_{1}, R_{2}, D_{0}, D_{1}, D_{2}\right)$ is achievable.

The optimal rate-distortion region for the MDC problem is not known in general. A number of random coding based achievability results have been proposed by El Gamal and Cover [5], Chen, Tian, Berger, and Hemami [6], Berger and Zhang [7], among others. A primitive component in these coding schemes is a joint typicality encoding that generates two descriptions from which we can obtain arbitrarily correlated reconstructions. While producing the best known achievability results, joint typicality encoding is nontrivial to implement in a time/space efficient manner, as it involves multiple codeword-sequence detection at the core of its operation. In this paper, we investigate how to implement joint typicality encoding at low-complexity using the recently invented polar codes [8]. To this end, we focus on the El Gamal-Cover (EGC) inner bound [5], an equivalent form of which is given as follows [9].

Theorem 1 (El Gamal-Cover inner bound). A rate pair $\left(R_{1}, R_{2}\right)$ is achievable for the multiple description problem


Fig. 2: El Gamal-Cover inner bound for a fixed pmf. The dominant face of this region is highlighted in red.

$$
\begin{align*}
& \text { with distortion triple }\left(D_{0}, D_{1}, D_{2}\right) \text { if } \\
& \qquad \begin{aligned}
R_{1} & \geq I(X ; Y) \\
R_{2} & \geq I(X ; Z) \\
R_{1}+R_{2} & \geq I(X ; Y, Z)+I(Y ; Z)
\end{aligned}
\end{align*}
$$

for some conditional pmf $p(y, z \mid x)$ and some deterministic mappings $\phi_{0}: \mathcal{Y} \times \mathcal{Z} \rightarrow \hat{\mathcal{X}}_{0}, \phi_{1}: \mathcal{Y} \rightarrow \hat{\mathcal{X}}_{1}$, and $\phi_{2}: \mathcal{Z} \rightarrow \hat{\mathcal{X}}_{2}$ such that $D_{0} \geq \mathbb{E}\left[d_{0}\left(X, \phi_{0}(Y, Z)\right)\right], D_{1} \geq \mathbb{E}\left[d_{1}\left(X, \phi_{1}(Y)\right)\right]$, and $D_{2} \geq \mathbb{E}\left[d_{2}\left(X, \phi_{2}(Z)\right)\right]$.

Here $Y$ and $Z$ can be seen as the two descriptions representing the source $X$, and functions $\phi_{j}, j=0,1,2$, are the reconstruction functions based on the available descriptions at each decoder. For a fixed $p(y, z \mid x)$ and functions $\phi_{j}, j=0,1,2$, the subset of achievable rate pairs $\left(R_{1}, R_{2}\right)$ that satisfy $R_{1}+R_{2}=I(X ; Y, Z)+I(Y ; Z)$ is called the dominant face of rate-distortion region, as illustrated in the red line of Fig. 2.

Invented by Arıkan in [8], polar codes are one of the most recent breakthroughs in coding theory. These codes achieve the symmetric capacity on any binary discrete memoryless channel and also have low encoding and decoding complexities. The basic idea behind polar coding is a phenomenon referred to as channel polarization: Given $N=2^{k}$ independent copies of a channel, it is possible to synthesize $N$ new channels, a fraction of which are near perfect (capacity 1) and the rest are near useless (capacity 0). Arıkan showed that the fraction of near perfect channels approaches the symmetric capacity of the original channel. Thus, one can transmit uncoded bits over the near perfect channels, and set the bits as constant over the near useless channels. In the past ten years, polar coding schemes have been extended to several communication settings, such as multiple access channels [10], [11], broadcast channels [12], [13], interference channels [14], [15], relay channels [16]-[18], wiretap channels [18]-[23], compound channels [24], [25], source coding [26], Slepian-Wolf coding [27], multiple description coding [28], among many others. In these problems, when the achievability result is built on some single user point-to-point random coding scheme, such as superposition in degraded
broadcast channels and successive cancellation decoding in the multiple access channels, a polar coding scheme can be readily developed using point-to-point polar codes. For the MDC problem, however, it is unclear how its crucial random coding technique, namely joint typicality encoding, can be implemented using point-to-point polar codes.
Implementing joint typicality encoding using polar codes has been previously investigated by Shi, Song, Tian, Chen, and Dumitrescu [28] for the MDC problem, Goela, Abbe, and Gastpar [12] and Mondelli, Hassani, Sason, and Urbanke [13] in the context of Marton coding in broadcast channels, among others. In all these work, the polar coding schemes are designed for some specific rate points in the corresponding joint typicality encoding region. Specifically in [28], the target rate point is the one induced by the joint polarization technique, which was initially proposed by Şaşoğlu, Telatar and Yeh in the context of multiple access channels (MAC) [10]. This polar coding scheme is insufficient to achieve the entire EGC inner bound for the MDC problem. In [12], [13], the target rate points are the corner points of the Marton inner bound for broadcast channels. In all these work, it is unclear without time-sharing whether any rate point in the joint typicality encoding region can be achieved using polar codes.
In this paper, we explore polar coding schemes that implement joint typicality encoding in full generality. By exploring Arıkan's monotone chain rule polarization technique [27], which was initially proposed in the context of Slepian-Wolf coding, we show the proposed polar coding scheme achieves the entire EGC inner bound without any time-sharing. The technique can be adapted for Marton coding in broadcast channels as well.

The rest of this paper is organized as follows. In Section II-A, we review the joint polarization technique introduced in [10] for MAC. In Section II-B, we explain how joint polarization can be generalized and improved by Arıkan's monotone chain rule polarization technique [27]. In Section III, we describe our proposed polar coding scheme for the MDC problem, outlining the differences with previous work of [28] on this problem. Namely, our scheme is shown to achieve the entire El Gamal-Cover inner bound. Finally, we conclude in Section IV.

## II. Preliminaries

## A. Joint Polarization for MAC

In this section, we review the joint polarization technique introduced in [10]. Consider a two-user MAC $\left(\mathcal{X}_{1} \times \mathcal{X}_{2}\right.$, $\left.p\left(y \mid x_{1}, x_{2}\right), \mathcal{Y}\right)$, where two senders wish to communicate two messages $M_{1}$ and $M_{2}$ to a receiver through sending two codewords $X_{1}^{N}\left(M_{1}\right)$ and $X_{2}^{N}\left(M_{2}\right)$ over $N=2^{k}$ uses of the channel. For a fix input pmf $p\left(x_{1}\right) p\left(x_{2}\right)$, the achievable rate region is the set of rate pairs $\left(R_{1}, R_{2}\right)$ such that

$$
\begin{aligned}
R_{1} & \leq I\left(X_{1} ; Y \mid X_{2}\right) \\
R_{2} & \leq I\left(X_{2} ; Y \mid X_{1}\right) \\
R_{1}+R_{2} & \leq I\left(X_{1}, X_{2} ; Y\right) .
\end{aligned}
$$



Fig. 3: Channel splitting operation for two uses of a two-user MAC under the technique of joint polarization


Fig. 4: Five extremal channels for MAC.

Similar to the MDC region, the rate pairs $\left(R_{1}, R_{2}\right)$ that satisfy $R_{1}+R_{2}=I\left(X_{1}, X_{2} ; Y\right)$ in the above region is called the dominant face of the MAC region.

In [10], a technique, termed joint polarization, is proposed. Define the polar transform: let $U^{N}=X_{1}^{N} G_{N}$ and $V^{N}=X_{2}^{N} G_{N}$ for $G_{N}=B_{N} F_{N}$, where $B_{N}$ is the bitreversal matrix defined in [8] and $F_{N}=F_{1}^{\otimes k}$ is the $k$-th power Kronecker product of the matrix

$$
F_{1} \triangleq\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right]
$$

Similar to the single-user case, two independent uses of $W$ are transformed into two MACs $W^{-}$and $W^{+}$, as depicted in Fig. 3. Consecutively, by applying $k$ levels of this transformation, $N=2^{k}$ different MAC channels are created. For $i \in[N]$, consider the mutual information triple

$$
\begin{aligned}
& \left(I\left(U_{i} ; Y^{N} \mid U^{i-1}, V^{i}\right)\right. \\
& I\left(V_{i} ; Y^{N} \mid U^{i}, V^{i-1}\right) \\
& \left.I\left(U_{i}, V_{i} ; Y^{N} \mid U^{i-1}, V^{i-1}\right)\right)
\end{aligned}
$$

It is shown in [10] that, as $k$ goes to infinity, the mutual information triple approaches one of the five points in following set with high probability

$$
(0,0,0),(0,1,1),(1,0,1),(1,1,1),(1,1,2)
$$

In other words, five extremal channels are approached for a two-user MAC, as compared to two in the single-user case (either noise-free or pure noise channels). The point
$(0,0,0)$ correspond to the case when the output provides no information about any of the two inputs. The points $(1,0,1)$ and $(0,1,1)$ correspond to the cases when the output provides full information about one of the inputs but provides no information about the other input. The point $(1,1,2)$ corresponds to the case when the output provides full information about both inputs. Finally, the point $(1,1,1)$ is a pure contention channel: if any of the two users communicates at zero rate, then the output will provide full information about the other user's input.

Coding over these extremal channels is simple: either send an information bit or freeze the bit to some known value by the decoder, depending on the corresponding extremal channel. For the $(1,1,1)$ channel, simply assign an information bit to one of the users arbitrarily while freezing the other user's input. It is shown in [10] that the constructed polar code can achieve some rate point on the dominant face of the MAC region.

Note however that the above joint polarization technique does not achieve any rate point in the MAC region. This is because joint polarization only considers a single order in expanding $\left(U^{N}, V^{N}\right)$ in the mutual information term, namely

$$
I\left(U^{N}, V^{N} ; Y^{N}\right)=\sum_{i=1}^{N} I\left(U_{i}, V_{i} ; Y^{N} \mid U^{i-1}, V^{i-1}\right)
$$

Thus, the symbols are decoded successively in the or$\operatorname{der}\left(U_{1}, V_{1}\right),\left(U_{2}, V_{2}\right), \cdots,\left(U_{N}, V_{N}\right)$. By exploiting different decoding orders, one can achieve different points on the dominant face of the MAC region. This motivates the next subsection.

## B. MAC Polarization Using Monotone Chain Rules

Now we give an overview of the scheme proposed by Arıkan in [27] which achieves any point on the dominant face of the MAC region. The scheme is based on exploiting all possible expansions of the joint mutual information between the channel inputs and outputs. Let $U^{N}=X_{1}^{N} G_{N}$ and $V^{N}=X_{2}^{N} G_{N}$ be the random variables induced by the polar transform of $X_{1}^{N}$ and $X_{2}^{N}$ respectively, where $X_{1}$ and $X_{2}$ are the inputs to a two-user MAC, as defined in Section II-A.

Consider now the expansions of $I\left(U^{N}, V^{N} ; Y^{N}\right)$ that are of the form

$$
\sum_{i=1}^{2 N} I\left(S_{i} ; Y^{N} \mid S^{i-1}\right)
$$

where $S^{2 N}=\left(S_{1}, \ldots, S_{2 N}\right)$ is a monotone permutation of $U^{N} V^{N}$, i.e. a permutation where the relative order of the elements of both $U^{N}$ and $V^{N}$ is preserved. For example, $\left(U_{1}, U_{2}, U_{3}, U_{4}, V_{1}, V_{2}, V_{3}, V_{4}\right)$ and ( $U_{1}, V_{1}, U_{2}, V_{2}, U_{3}, V_{3}, U_{4}, V_{4}$ ) are monotone permutations of $U^{4} V^{4}$, but $\left(U_{1}, U_{2}, U_{3}, U_{4}, V_{1}, V_{4}, V_{3}, V_{2}\right)$ is not because the order on $\left(V_{1}, V_{2}, V_{3}, V_{4}\right)$ is not preserved. $S^{2 N}$ is assumed to be known by both transmitters and the receiver. Also,


Fig. 5: MDC-MAC duality
let $\mathcal{S}_{U}$ and $\mathcal{S}_{V}$ denote the set of indices of $S^{2 N}$ such that $S_{i}=U_{k}$ and $S_{i}=V_{k}$ respectively and define the rates

$$
\begin{aligned}
& R_{1}=\frac{1}{N} \sum_{i \in \mathcal{S}_{U}} I\left(S_{i} ; Y^{N} \mid S^{i-1}\right) \\
& R_{2}=\frac{1}{N} \sum_{i \in \mathcal{S}_{V}} I\left(S_{i} ; Y^{N} \mid S^{i-1}\right)
\end{aligned}
$$

The main contribution of [27] is that the pair $\left(R_{1}, R_{2}\right)$ can approach any rate pair on the dominant face of the capacity region by selecting a valid permutation $S^{2 N}$ and that the mutual informations $I\left(S_{i} ; Y^{N} \mid S^{i-1}\right)$ become polarized with increasing $N$ (i.e. asymptotically approach either 0 or 1). Also, it is shown that permutations of the form $S^{2 N}=\left(U^{i}, V^{N}, U_{i+1}^{N}\right)$ are sufficient to guarantee this result. Namely, the following theorem holds:

Theorem 2. ( [27]) For each $\epsilon>0$ and $\beta<1 / 2$, and rate pair $\left(R_{x}, R_{y}\right)$ on the dominant face of the MAC capacity region, there exists an $N$ and a permutation $S^{2 N}=$ $\left(U^{i}, V^{N}, U_{i+1}^{N}\right)$ for some $i$ where
(i) $\left|R_{1}-R_{x}\right|<\epsilon$ and $\left|R_{2}-R_{y}\right|<\epsilon$
(ii)

$$
\frac{N-\left|\mathcal{F}_{1}\right|}{N}>R_{1}-\epsilon \quad \text { and } \quad \frac{N-\left|\mathcal{F}_{2}\right|}{N}>R_{2}-\epsilon
$$

where

$$
\begin{aligned}
& \mathcal{F}_{1}=\left\{1 \leq i \leq 2 N: i \in \mathcal{S}_{U}, I\left(S_{i} ; Y^{N} \mid S^{i-1}\right)<2^{-N^{\beta}}\right\} \\
& \mathcal{F}_{2}=\left\{1 \leq i \leq 2 N: i \in \mathcal{S}_{V}, I\left(S_{i} ; Y^{N} \mid S^{i-1}\right)<2^{-N^{\beta}}\right\}
\end{aligned}
$$

## III. Polar Codes for the MDC problem

## A. Previous work

Polar codes have been considered in [28] for the multiple description coding problem. Based on a joint polarization technique similar to [10], a polar coding scheme is shown to achieve one point on the dominant face of the EGC inner


Fig. 6: Five extremal channels for the MDC problem.
bound. The key point in this result is an MDC-MAC duality, that we outline in this section. Consider again the MDC problem described in section I , with random variables $(X, Y, Z)$ distributed over $\mathbb{F}_{q}$ and having a joint probability mass function $p(x, y, z)$. In what follows, we assume that $Y$ and $Z$ are uniformly distributed, and this assumption holds because any random variable can be always approximated by a uniform random variable over a sufficiently large alphabet size and through a deterministic mapping function. Given $p(x, y, z)$, the conditional distribution $p(x \mid y, z)$ can be viewed as a MAC with inputs $(Y, Z)$ and output $X$. Recall that for fixed MAC distribution $p(x \mid y, z)$ where $p_{Y, Z}(y, z)=p_{Y}(y) p_{Z}(z)$, the rate region is the set of non-negative rate pairs $\left(R_{1}, R_{2}\right)$ such that

$$
\begin{aligned}
R_{1} & \leq I(Y ; X \mid Z) \\
R_{2} & \leq I(Z ; X \mid Y) \\
R_{1}+R_{2} & \leq I(X ; Y, Z)
\end{aligned}
$$

In comparison with the MDC rate region in (1), it can be seen that the two regions will have the same sum-rate if $Y$ and $Z$ are independent. Fig. 5 shows the two regions in the case that $Y$ and $Z$ are independent. This is not necessarily true for the MDC problem in general, where $Y$ and $Z$ are the two descriptions of the source. Nevertheless, the independence of the two descriptions can be achieved via a "dithering step" ( [28]): Let $Z^{\prime}$ be a random variable uniformly distributed over $\mathbb{F}_{q}$ and independent of $(X, Y, Z)$. Define $\widetilde{\sim} \underset{\sim}{Z}=\left(X, Z^{\prime}\right), \widetilde{Y}=$ $Y$ and $\widetilde{Z}=Z \oplus Z^{\prime}$. Then clearly $\widetilde{Y}$ and $\widetilde{Z}$ are independent and the following holds:

$$
\begin{align*}
I(\tilde{X} ; \widetilde{Y}) & =I(X ; Y) \\
I(\widetilde{X}, \widetilde{Z} ; \widetilde{Y}) & =I(X, Z ; Y) \\
I(\widetilde{X} ; \widetilde{Z}) & =I(X ; Z)  \tag{2}\\
I(\widetilde{X}, \tilde{Y} ; \widetilde{Z}) & =I(X, Y ; Z)
\end{align*}
$$

Also, we have that

$$
\begin{aligned}
I(\widetilde{X} ; \widetilde{Y}, \widetilde{Z})+I(\widetilde{Y} ; \widetilde{Z}) & =I(\tilde{X} ; \widetilde{Y}, \widetilde{Z}) \\
& =I(\widetilde{X} ; \widetilde{Y})+I(\widetilde{X} ; \widetilde{Z} \mid \widetilde{Y})+I(\tilde{Y} ; \widetilde{Z}) \\
& =I(\widetilde{X} ; \widetilde{Y})+I(\widetilde{X}, \widetilde{Y} ; \widetilde{Z}) \\
& =I(X ; Y)+I(X, Y ; Z) \\
& =I(X ; Y, Z)+I(Y ; Z)
\end{aligned}
$$

Hence, the EGC rate region does not change under this transformation.

Following this, it can be shown that, similar to a MAC, the sum-rate on the dominant face of the EGC region is preserved under the polar transformation. Also, we have that

$$
\begin{align*}
I(\widetilde{X} ; \tilde{Y}, \widetilde{Z}) & =I(X ; Y, Z)+I(Y ; Z) \\
& =I(X ; Y)+I(X, Y ; Z)  \tag{3}\\
& =I(\widetilde{X} ; \widetilde{Y})+I(X, Y ; Z)
\end{align*}
$$

and, similarly,

$$
\begin{equation*}
I(\widetilde{X} ; \tilde{Y}, \widetilde{Z})=I(\widetilde{X} ; \widetilde{Z})+I(X, Z ; Y) \tag{4}
\end{equation*}
$$

Hence, it follows from the results of [10] for the polarization of $I(X, Z ; Y)$ and $I(X, Y ; Z)$ that $I(\widetilde{X} ; \widetilde{Y})$ and $I(\widetilde{X} ; \widetilde{Z})$ also polarize. Hence, five extremal regions are approached asymptotically for the MDC problem as well. On each of these regions, encoding follows naturally from the MAC case. Fig. 6 shows the extremal regions for the MDC problem, where $\Delta=\log _{2} q$.

It is also shown in [28] that the induced distribution from the polar transformation satisfies the distortion constraints, and consequently one rate pair on the dominant face of the EGC region can be achieved asymptotically using this scheme.

In what follows, we argue that the whole dominant face of the EGC region can be achieved, if we consider different monotone chain rule expansions of the mutual information (i.e. similar to the approach of [27]), while still satisfying the distortion constraints imposed by the problem.

## B. Proposed Scheme

We now describe our proposed polar coding scheme for the MDC problem. Let $\left(X_{i}, Y_{i}, Z_{i}\right)$ be $N$ i.i.d. copies of $(X, Y, Z), i=1, \ldots, N$ distributed according to $p_{X, Y, Z}(x, y, z)$ where $N=2^{k}$ is the code block length. As indicated before, we assume that random variables $Y$ and $Z$ are uniformly distributed over $\mathbb{F}_{q}$.

The polar coding scheme is defined by two parameters $\left(S^{2 N}, \beta\right)$, where $S^{2 N}$ is a monotone chain rule for $U^{N} V^{N}$, as defined in [27], and $\beta$ is a threshold parameter where $0<\beta<1 / 2$. We also consider two subsets $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ of $\{1,2, \ldots, 2 N\}$, defined as follows:

$$
\begin{align*}
& \mathcal{F}_{1}=\left\{1 \leq i \leq 2 N: i \in \mathcal{S}_{U}, I\left(S_{i} ; X^{N} \mid S^{i-1}\right)<2^{-N^{\beta}}\right\}, \\
& \mathcal{F}_{2}=\left\{1 \leq i \leq 2 N: i \in \mathcal{S}_{V}, I\left(S_{i} ; X^{N} \mid S^{i-1}\right)<2^{-N^{\beta}}\right\} \tag{5}
\end{align*}
$$

The induced distribution of the variables $\left(X^{N}, S^{2 N}\right)$ is given by

$$
\begin{aligned}
& p_{X^{N}, S^{2 N}}\left(x^{N}, s^{2 N}\right) \\
& \quad=p_{X^{N}, U^{N}, V^{N}}\left(x^{N}, u^{N}, v^{N}\right) \\
& \quad=\sum_{y^{N}} \sum_{z^{N}} \prod_{i=1}^{N} p_{X, Y, Z}\left(x_{i}, y_{i}, z_{i}\right) p\left(u^{N} \mid y^{N}\right) p\left(v^{N} \mid z^{N}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
p\left(u^{N} \mid y^{N}\right) & =1_{\left\{u^{N}=y^{N} G_{N}\right\}}, \\
p\left(v^{N} \mid z^{N}\right) & =1_{\left\{v^{N}=z^{N} G_{N}\right\}} .
\end{aligned}
$$

1) Encoding: For each $i \in \mathcal{F}_{1}$ or $i \in \mathcal{F}_{2}$, generate $s_{i}$ at random over $\mathbb{F}_{q}$. The frozen symbols are generated once and informed to both the encoder and the decoder, and are fixed throughout the communication. If $i \notin \mathcal{F}_{1}$ and $i \notin \mathcal{F}_{2}$, then $s_{i}$ will take value $a \in \mathbb{F}_{q}$ with probability given by $\frac{P_{X^{N}, S^{i}}\left(x^{N},\left(s^{i-1}, a\right)\right)}{P_{X^{N}, S^{i-1}}\left(x^{N}, s^{i-1}\right)}$. So description 1 will be $s_{\mathcal{F}_{1}^{C}}=\left\{s_{i}:\right.$ $\left.i \notin \mathcal{F}_{1}, i \in \mathcal{S}_{U}\right\}$ and description 2 will be $s_{\mathcal{F}_{2}^{C}}=\left\{s_{i}: i \notin\right.$ $\left.\mathcal{F}_{2}, i \in \mathcal{S}_{V}\right\}$.
2) Decoding: Decoder 1 will form $u^{N}$ using the first description and the known frozen symbols of $u$. Then it will generate $y^{N}=u^{N} G_{N}$ and apply $\phi_{1}$ to each symbol of $y^{N}$ and the output will be the reconstruction $\hat{X}_{1}^{N}$. Similarly decoder 2 will form $v^{N}$ using the first description and the known frozen symbols of $v$. Then it will generate $z^{N}=$ $v^{N} G_{N}$, and apply $\phi_{2}$ to each symbol of $z^{N}$ as reconstruction $\hat{X}_{2}^{N}$. Decoder 0 forms $u^{N}$ and $v^{N}$, generates $y^{N}$ and $z^{N}$ and applies $\phi_{0}$ to $\left(y_{i}, z_{i}\right), i=1,2, \cdots, N$ and gets reconstruction $\hat{X}_{0}^{N}$.
3) Distortion Analysis: Now we show that this scheme satisfies the distortion constraints. Note that the encoding procedure described above only approximates $p\left(x^{N}, s^{2 N}\right)$. We want to show that the excess distortion due to this approximation is bounded. First define the distribution $\hat{p}$ to be the distribution induced by our encoding procedure. It follows that
$\hat{p}\left(s_{i} \mid s^{i-1}, x^{N}\right)= \begin{cases}\frac{1}{q} & \text { if } i \in \mathcal{F}_{1} \text { or } i \in \mathcal{F}_{2} \\ p\left(s_{i} \mid s^{i-1}, x^{N}\right) & \text { otherwise } .\end{cases}$
Let $\hat{D}_{j}, j=0,1,2$ be the expected distortions under distribution $\hat{p}$, while $D_{j}^{*}, j=0,1,2$ be the expected distortions under $p$. The following theorem states that the difference between the two distortions can be made arbitrarily small.

Theorem 3. For any $\epsilon>0$, there exists a large enough blocklength $N$ such that $\left|\hat{D}_{j}-D_{j}^{*}\right|<\epsilon, j=0,1,2$.

Proof: First note that

$$
\begin{aligned}
\left|\hat{D}_{1}-D_{1}^{*}\right|= & \mid \mathbb{E}_{\hat{p}}\left[d_{1}^{(N)}\left(X^{N}, \phi_{1}^{(N)}\left(U^{N} G_{N}\right)\right)\right] \\
& \quad-\mathbb{E}_{p}\left[d_{1}^{(N)}\left(X^{N}, \phi_{1}^{(N)}\left(U^{N} G_{N}\right)\right)\right] \mid \\
\leq & d_{\max } \sum_{x^{N}, s^{2 N}}\left|\hat{p}\left(x^{N}, s^{2 N}\right)-p\left(x^{N}, s^{2 N}\right)\right|
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \left|\hat{D}_{2}-D_{2}^{*}\right| \leq d_{\max } \sum_{x^{N}, s^{2 N}}\left|\hat{p}\left(x^{N}, s^{2 N}\right)-p\left(x^{N}, s^{2 N}\right)\right| \\
& \left|\hat{D}_{0}-D_{0}^{*}\right| \leq d_{\max } \sum_{x^{N}, s^{2 N}}\left|\hat{p}\left(x^{N}, s^{2 N}\right)-p\left(x^{N}, s^{2 N}\right)\right|
\end{aligned}
$$

Now we have

$$
\begin{aligned}
& \sum_{x^{N}, s^{2 N}}\left|\hat{p}\left(x^{N}, s^{2 N}\right)-p\left(x^{N}, s^{2 N}\right)\right| \\
& =\sum_{x^{N}, s^{2 N}} p\left(x^{N}\right)\left|\hat{p}\left(s^{2 N} \mid x^{N}\right)-p\left(s^{2 N} \mid x^{N}\right)\right| \\
& =\sum_{x^{N}, s^{2 N}} p\left(x^{N}\right)\left|\prod_{i=1}^{2 N} \hat{p}\left(s_{i} \mid x^{N}, s^{i-1}\right)-\prod_{i=1}^{2 N} p\left(s_{i} \mid x^{N}, s^{i-1}\right)\right| \\
& \stackrel{(a)}{=} \sum_{x^{N}, s^{2 N}} p\left(x^{N}\right) \mid \sum_{i=1}^{2 N}\left(p\left(s_{i} \mid x^{N}, s^{i-1}\right)-\hat{p}\left(s_{i} \mid x^{N}, s^{i-1}\right)\right) \\
& \quad \cdot\left(\prod_{j=1}^{i-1} p\left(s_{j} \mid x^{N}, s^{j-1}\right) \prod_{j=i+1}^{N} \hat{p}\left(s_{j} \mid x^{N}, s^{j-1}\right)\right) \mid \\
& \leq \sum_{i=1}^{2 N} \sum_{x^{N}, s^{2 N}} p\left(x^{N}\right) \mid\left(p\left(s_{i} \mid x^{N}, s^{i-1}\right)-\hat{p}\left(s_{i} \mid x^{N}, s^{i-1}\right)\right) \\
& \quad \cdot\left(\prod_{j=1}^{i-1} p\left(s_{j} \mid x^{N}, s^{j-1}\right) \prod_{j=i+1}^{N} \hat{p}\left(s_{j} \mid x^{N}, s^{j-1}\right)\right) \mid \\
& = \\
& \sum_{i=1}^{2 N} \sum_{x^{N}, s^{i}} p\left(s^{i-1}, x^{N}\right)\left|\left(p\left(s_{i} \mid x^{N}, s^{i-1}\right)-\hat{p}\left(s_{i} \mid x^{N}, s^{i-1}\right)\right)\right|,
\end{aligned}
$$

where ( $a$ ) follows since

$$
\prod_{i=1}^{K} A_{i}-\prod_{i=1}^{K} B_{i}=\sum_{i=1}^{K}\left(A_{i}-B_{i}\right) \prod_{j=1}^{i-1} A_{j} \prod_{j=i+1}^{K} B_{j}
$$

Therefore we have for $j=0,1,2$,

$$
\left|\hat{D}_{j}-D_{j}^{*}\right| \leq d_{\max } \sum_{i=1}^{2 N} E_{i}
$$

where $E_{i}=\sum_{s_{i}=0}^{q-1} \mathbb{E}_{p}\left[\left|p\left(s_{i} \mid X^{N}, S^{i-1}\right)-\hat{p}\left(s_{i} \mid X^{N}, S^{i-1}\right)\right|\right]$. We have two cases:

Case 1: $i \in \mathcal{F}_{1}$ or $i \in \mathcal{F}_{2}$

$$
\begin{aligned}
E_{i} & =\sum_{s_{i}=0}^{q-1} \mathbb{E}_{p}\left[\left|p\left(s_{i} \mid X^{N}, S^{i-1}\right)-\frac{1}{q}\right|\right] \\
& \stackrel{(a)}{\leq} \sqrt{\left(2 \log ^{-1} e\right) I\left(X^{N}, S^{i-1} ; S_{i}\right)} \\
& \leq \sqrt{\left(2 \log ^{-1} e\right) \delta}
\end{aligned}
$$

where (a) follows from Pinsker's inequality and $\delta$ is a threshold parameter such that $\delta=\mathcal{O}\left(2^{-N^{\beta}}\right)$.

Case 2: $i \notin \mathcal{F}_{1}$ and $i \notin \mathcal{F}_{2}$. In this case, clearly $E_{i}=0$. Combining these two cases, we get that for $j=0,1,2$,

$$
\left|\hat{D}_{j}-D_{j}^{*}\right| \leq d_{\max }(2 N) \sqrt{\left(2 \log ^{-1} e\right) \delta}
$$

$$
=O\left(2^{-N^{\beta^{\prime}}}\right)
$$

for any $\beta^{\prime} \in(0, \beta)$.
4) Achieving the entire EGC rate region: We will now show that our scheme can approach any point on the dominant face of the EGC region arbitrarily closely. First, define the rate pairs:

$$
\begin{aligned}
R_{1} & =\frac{1}{N} \sum_{i \in \mathcal{S}_{U}} I\left(S_{i} ; X^{N} \mid S^{i-1}\right) \\
R_{2} & =\frac{1}{N} \sum_{i \in \mathcal{S}_{V}} I\left(S_{i} ; X^{N} \mid S^{i-1}\right)
\end{aligned}
$$

In an approach similar to Theorem 2 in [27], we can show that the terms $I\left(S_{i} ; X^{N} \mid S^{i-1}\right)$ asymptotically approach 0 or 1, and that

$$
\frac{N-\left|\mathcal{F}_{1}\right|}{N} \rightarrow R_{1} \quad \text { and } \quad \frac{N-\left|\mathcal{F}_{2}\right|}{N} \rightarrow R_{2}
$$

where $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ are as defined in (5). Also, adapting an analysis similar to [27], we can directly see that if $\left(U^{N}, V^{N}\right)$ is a pair obtained from $\left(Y^{N}, Z^{N}\right)$ via the polar transformation defined in Section II-A, then any monotone chain rule expansion on $U^{N}, V^{N}$ should satisfy

$$
\begin{aligned}
R_{1} & \geq I(X ; Y) \\
R_{2} & \geq I(X ; Z) \\
R_{1}+R_{2} & =I(X ; Y, Z) .
\end{aligned}
$$

In general, corner points of this region are not necessarily the corner points of the EGC rate region. However, following the "dithering step" defined in section III-A, we know that:

$$
I(\widetilde{X} ; \widetilde{Y}, \widetilde{Z})=I(X ; Y, Z)+I(Y ; Z)
$$

Therefore, obtaining $\left(U^{N}, V^{N}\right)$ from $\widetilde{Y}^{N}, \widetilde{Z}^{N}$ via the polar transformation, it follows that any monotone chain rule expansion on $U^{N}, V^{N}$ should satisfy

$$
\begin{aligned}
R_{1} & \geq I(\tilde{X} ; \widetilde{Y})=I(X ; Y) \\
R_{2} & \geq I(\widetilde{X} ; \widetilde{Z})=I(X ; Z) \\
R_{1}+R_{2} & =I(\widetilde{X} ; \widetilde{Y}, \widetilde{Z})=I(X ; Y, Z)+I(Y ; Z)
\end{aligned}
$$

with equality for the first inequality if $S^{2 N}=\left(U^{N}, V^{N}\right)$ and equality for the second inequality if $S^{2 N}=\left(V^{N}, U^{N}\right)$. Thus, the corner points can be achieved, and achieving any other point on the dominant face follows directly from Theorem 2.

## IV. CONCLUSIONS

In this work, we presented a polar coding scheme that achieves the entire El Gamal-Cover inner bound for the multiple description coding problem. As discussed, choosing different decoding orders will achieve different points on the dominant face. Also, the independence of the two descriptions is crucial and we ensure that through a dithering argument.
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